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Bin He | EERAEMBEXE

Bin He is a Trustee Professor of Biomedical Engineering, Professor of Neuroscience Institute,
and Professor by Courtesy of Electrical and Computer Engineering at Carnegie Mellon
University. Dr. He has made significant research contributions to the field of neuroengineering
and biomedical imaging, including brain-computer interface, electrophysiological source
imaging, and focused ultrasound neuromodulation. He has been recognized by several
prestigious awards including the IEEE Biomedical Engineering Award, the IEEE EMBS
William J. Morlock Award, and the IEEE EMBS Academic Career Achievements Award. Dr.
He served as a Past President of IEEE Engineering in Medicine and Biology Society, Past Chair
of the International Academy of Medical and Biological Engineering, Editor-in-Chief of IEEE
Transactions on Biomedical Engineering, and a Member of NIH BRAIN Initiative Multi-
Council Working Group. He is an elected Fellow of National Academy of Inventors,
International Academy of Medical and Biological Engineering, IEEE, American Institute of
Medical and Biological Engineering, and Biomedical Engineering Society. Dr. He is the editor
of the textbook “Neural Engineering” first published in 2005, with its 3rd edition published in
2020 by Springer, and is the current Editor-in-Chief of IEEE Reviews in Biomedical
Engineering.

#®&E/B: Bidirectional Brain-Computer Interface

& 9T : Brain-computer interface (BCI) measures and decodes brain activity and converts it
into artificial output that replaces, restores, enhances, supplements, or improves natural output.
It can also influence brain activity and behavioral performance by injecting physical energy into
the brain to modulate the ongoing interactions between the brain and its external or internal
environment. Noninvasive sensing and mapping neural electrical activity can provide a window
to watch the brain at work at the systems level, decode human “intention” to control a machine,
and guide neuromodulation for non-pharmacological treatment of neurological disorders. In this
presentation, we will discuss noninvasive brain-computer interfacing, through sensing and
decoding sensorimotor rhythm signals accompanying motor imagery, to allow human subjects
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to control a virtual or physical device using only their “thoughts”. We show that humans can
fly a drone and control a robotic arm to continuously move and grasp an object all based on
noninvasive EEG signals. We will also discuss our effort to establish a noninvasive
neuromodulation technology to enable precise stimulation of neural circuits using transcranial
focused ultrasound. Our results show that focused ultrasound is able to provide cell-type
specificity and deep brain penetration, and can reduce pain sensitivity.
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Ling Wang received the B.Sc. and Ph.D. degrees from Tsinghua University, Beijing, China, in
1995 and 1999, respectively, and now is a tenured Full Professor in Tsinghua Univ. His research
interests mainly include intelligent optimization, scheduling and applications. He has authored
5 academic books and more than 350 SCI-indexed papers and his publications have attracted
over 30K Google Scholar Citations. He is the Editor-in-Chief of International J of Automation
and Control, Complex System Modeling and Simulation, and the Associate Editor of IEEE
Trans on Evolutionary Computation, Expert Systems with Applications, Swarm and
Evolutionary Computation, etc. Prof. Wang received National Natural Science Award of China
(2nd Prize 2014), Natural Science Award of the Ministry of Education (MOE) of China (1st
Prize 2003, 2nd Prize 2007 and 2022), Technology Innovation Award (1st Prize 2019) and
Natural Science Award (1st Prize 2021 and 2022) of China Simulation Federation, etc. He also
received the Best Paper Awards of Acta Automatica Sinica (2014), Control Theory &
Applications (2016), Control and Decision (2017), Journal of System Simulation (2021-2011)
and several International Conferences. He was the recipient of National Natural Science Fund
for Distinguished Young Scholars of China (2015), Young Talent of Science and Technology
of Beijing City, New Century Excellent Talent in University by the MOE of China, Academic
Young Talent of Tsinghua University, Young Scientist Award of CAA, Chinese Most Cited
Researcher and IEEE TEVC Outstanding Associate Editor (2019~2022).

RERH: Data-Driven Intelligent Optimization Scheduling

WE B A Optimization and scheduling problems are the significant issues faced by the
manufacturing industry. This talk first shows the complexities of the engineering optimization
and scheduling problems (EOSPs); and then introduces a unified framework for the population-
base intelligent optimization techniques from a systematic perspective as well as an integrated
intelligent optimization framework; finally presents some typical research work in terms of
theoretical analysis, constrained optimization and intelligent scheduling algorithms. The
primary aim of this talk is to show that intelligent algorithms are powerful and general solution
tools for solving the EOSPs, while it is more important to incorporate the problem-specific
knowledge into the algorithms for solving specific problems.
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Zeng-Guang Hou is a Professor and Deputy Director of the State Key Laboratory of
Management and Control for Complex Systems, Institute of Automation, Chinese Academyof
Sciences (CAS). He is a VP of Chinese Association of Automation (CAA), VP of the Asia
Pacific Neural Network Society (APNNS), and BOG member of International Neural Network
Society (INNS). Dr. Hou is a CAA/ IEEE Fellow. He also serves as an AE of IEEE Transactions
on Cybernetics, and an Editorial Board Member of Neural Networks. Dr. Hou was a recipient
of IEEE Transactions on Neural Networks Outstanding Paper Award in 2013, and the National
Natural Science Award of China and the Outstanding Achievement Award of Asia Pacific
Neural Network Society (APNNS) in 2017.

&/ EB: Enhancement of Engagement Based on BCI for Rehabilitation

ME B /v : Rehabilitation training is a continuous while tedious process which causes
slackness of patients. Engagement or active training of stroke patients helps to increase the
neural activities of the cerebral cortex, and thus promotes neuroplasticity. In this talk, we
discuss the challenges and possible solutions to enhance the engagement of patients using brain
computer interface techniques in the process of rehabilitation training.
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Shan Bao | EEREIRAZ

Dr. Bao is a human factors researcher with positions as an associate professor in the Department
of Industrial and Manufacturing Systems Engineering (IMSE) at the University of Michigan-
Dearborn and an associate research professor at the University of Michigan Transportation
Research Institute (UMTRI). Commencing in September 2023, she will assume the role of
IMSE department chair. She earned her Ph.D. in mechanical and industrial engineering from
the University of Iowa in 2009. Dr. Bao's research focuses on modeling and analyzing human
behavior and its impacts on safety and system designs. To date, Dr. Bao has served as PI or co-
PI on 63 research projects, and she is currently an author of 110 technical publications. She has
given multiple keynote speeches and served on expert panels at different conferences or
meetings. Dr. Bao is currently the vice chair of the human factors committee of the
Transportation Research Board (TRB).

WEREHE: Driving Style Classification and ADAS Effectiveness: Differences between
Teen and Adult Drivers

WE®/T: The concerningly increasing trend of vulnerable road user (VRU) crash fatalities
has continued in recent years. According to the latest national crash data of the U.S., pedestrian
fatalities in 2021 sustained a 12.5% increase from 2020 and a disturbing 65.8% increase from
2011. The advancement in automated driving technologies brings the opportunity for novel
solutions to address this challenge; meanwhile, a thorough evaluation of the designed automated
system is essential to ensure the flawless function of the solution. To assist the evaluation of
this effort, this work presents a framework to identify real-world corner-case scenarios of VRUs
through a data-driven approach. Multiple resources, such as crash data and naturalistic driving
and cycling data, were utilized to identify relevant factors of VRU-related corner-case scenarios.
By applying the 6-Layer Model and the model of human information processing, we selected
six determining factors of corner-case scenarios: weather, lighting, road surface condition, driver
vision obstruction, driver misbehavior, and VRU misbehavior. The six factors were then used
to extract VRU-related corner-case scenarios from the national crash data and naturalistic data.
For identified corner-case scenarios, a description of the scenario context as well as a diagram
depicting the vehicle-VRU interaction, were provided. We expect the framework and the library
of corner-case scenarios to benefit the design and testing of
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automated vehicles in real-world situations by incorporating a diverse range of contexts with
greater fidelity and efficiency.
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Effects of Targeted Psychological Inoculation on Unplanned Takeover
Performance Improvement in Conditional Autonomous Vehicles: An
Experimental Study

®H A xR
wEBAM: EFXE

WEHE:
Objective: To explore a more efficient targeted intervention program improving drivers'
unplanned takeover performance and assess its effectiveness.

Background: In recent years, automated driving technology has become an important
development trend to improve the quality of travel and reduce road traffic accidents. The
takeover is a major challenge in conditional autonomous driving vehicles. When encountering
an unknown urgent incident that the system cannot handle, drivers need to passively take over
in unplanned situations, but not all drivers react to certain situations promptly and appropriately.
Existing training programs are mostly enhancing performance through spoon-feeding education
and repetitive driving exercises, which still have limitations such as low efficiency and poorly
targeted.

Method: This study conducted two rounds of driving simulation experiments to collect the
driver's behavioral, psychological, and physiological data during unplanned takeovers. Based
on the performance of forty drivers in the first experiment, we proposed a psychological
inoculation training program targeted at adverse takeover behaviors. Specifically, drivers were
first immersed in the takeover environment by watching the video. Then incorrect cognition
was proposed by the experimenter from automated driving system limitation, takeover request,
and poor takeover behavior progressively, which motivated the drivers to take the initiative to
refute the wrong cognition and prevent forming adverse behaviors. In the second experiment,
eighteen of the drivers with poor takeover behaviors were selected and randomized into two
groups, receiving targeted psychological inoculation and education intervention (spoon-feeding)
separately. Intervention effects were assessed by pre and post-test comparisons.

Results: The results revealed that turning the steering wheel without braking in time for risk
evasion was a prominent adverse takeover behavior. Compared with education intervention,
targeted psychological inoculation had more significant intervention effects in improving
urgent takeover behavior and relieving tension. Within-group standard deviations for steering
reaction time and maximum steering wheel angle after targeted psychological inoculation were
1.30s and 1.09° lower than the education intervention, respectively. Besides, twice as many
people receive stress relief from targeted psychological inoculation as from education
intervention. The targeted psychological inoculation was generally effective, and less
influenced by individual characteristics such as driving experience and the trust of the
automated system, etc.

Conclusions: The findings suggest adverse behaviors during urgent takeovers and demonstrate
the general effectiveness of the targeted psychological inoculation. This method calibrates
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drivers' perceptions of human-machine cooperation to correct the behavior, which improves
takeover performance more efficiently and reduces individual differences.

Application: This study for the first time attempts to propose a PI training program targeted at
adverse takeover behaviors. The results provide a driver testing method and a basis for the
selection of drivers to be intervened. It also enriches the method of improving takeover safety,
guiding the improvement of autonomous vehicle user manuals and performance enhancement
programs.
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Brain-Computer Fusion for Sound Target Detection

®H A SfgsE
WEBH: JEREITKRE

WEHE:

In this study, a novel sound target detection method based on auditory brain-computer
interface is proposed. Aiming at the low SNR sound environment, which is difficult to cope
with by the current mainstream automatic sound detection system, it is proposed to add human
perception and reasoning ability of environmental information into the detection system. This
study first designed an experimental paradigm according to the actual application scenario,
collected the EEG signals of the subjects before and after the sound target perception, and then
conducted a comprehensive analysis of the neural representations caused by the sound target
perception from the perspective of event-related potential, event-related spectrum disturbance
and source analysis. According to the observed neural representation, a brain-computer
interface based sound target detection and decoding model was established to complete the
classification of EEG signals perceived by sound targets, and its decoding performance was
tested under off-line conditions. Finally, aiming at the false alarm rate of BCI in practical
applications, this study proposed a human-machine fusion target detection system based on
confidence mechanism, which effectively combined the stability of automatic sound target
detection method against known situations with the generalization performance of BCI
detection method for new sound targets, and realized the performance reinforcement of a single
method. The results of online experiments show that the proposed method can achieve reliable
sound target detection under the condition of low SNR, and has good generalization
performance for new targets that do not appear in the training set.
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Tailoring rTMS therapy based on personalized neural reorganization:
towards individualized treatment for stroke patients

® & A: "XF
WEBM: HEXE

WERE:

Repetitive transcranial magnetic stimulation (rTMS) has been proven a promisingly
potential therapeutic intervention for stroke patients’ neural rehabilitation. However, in the face
of patients’ various individual differences, the clinical effects of neural modulation therapy vary
greatly among patients, and it is confusing to further improve its efficiency. This study aimed
to explore the hypothesis that tailoring individualized neural modulation therapy according to
different types of neural reorganization patterns promisingly contributes to stroke patients’
motor rehabilitation.

We randomly applied three kinds of rTMS treatments on nineteen subacute stroke patients
and observed their cortical activation changes after the 2-week neural modulation therapy.
rTMS treatments consisted of ipsilesional activation, contralesional suppression and
ipsilesional suppression. Motor imagery tests with EEG recording and Fugl-Meyer assessment
were conducted on the day before and after the 2-week rTMS therapy. Event-related
desynchronization (ERD) analysis was used for motor-related cortical activation analysis. In the
comparative analysis before and after the intervention, patients were grouped by intervention
or lesion side respectively.

Neural reorganization patterns showed the characteristics of individual differences.
Patients with motor cortex lesion mostly showed contralesional recruitment and patients
without motor cortex lesion mostly presented ipsilesional focusing. Neural modulation
treatments also showed individual effects on brain activation pattern changes. rTMS can
effectively enhance the motor-related cortical activation but is hard to reverse the neural
reorganization tendency.

Stroke patients with different neural reorganization patterns responded differently to rTMS
therapy. Tailoring personalized rTMS therapy by recognizing neural reorganization patterns and
lesion location is promising for the improvement of rTMS effectiveness in clinical use. This
study provides a novel perspective in personalized trajectory to precision rehabilitation
medicine.
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Multi-objective optimization via evolutionary algorithm (MOVEA) for
high-definition transcranial electrical stimulation of the human brain

®H A XISRB
WMEBRM: BEARKKXE

WEHE:

Transcranial electrical stimulation (tES) is a promising non-invasive neuromodulation
technique with the potential for diverse clinical applications, including stroke treatment, motor
function improvement, memory consolidation, and brain disease treatment. However, a
significant challenge in harnessing the full potential of tES lies in the inter-subject variability
of response to stimulation, necessitating personalized approaches. To address this issue, we
present a novel framework, Multi-Objective Optimization via Evolutionary Algorithm
(MOVEA), designed to optimize multiple objectives simultaneously through Pareto
optimization.

Our MOVEA framework takes individual structural MRI, tES sensor montage, and target
areas as inputs, initiating with pre-processing steps to segment the brain volume into tissues
with distinct conductivities, co-register the individual's structural MRI with HD-tES sensors,
and define target areas based on the Brodmann atlas. Subsequently, an accurate finite element
method (FEM) head model is constructed, and the leadfield matrix for the region of interest is
computed. This matrix represents the relationship between applied tES montages and the
resulting electric field distribution within the brain.

MOVEA then efficiently explores the parameter space to generate a Pareto front of optimal
montages. It simultaneously optimizes objectives, including maximizing the electric field
intensity, achieving high focality, controlling stimulation depth, and minimizing unwanted
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stimulation in specific regions (avoidance zone). The Pareto front contains optimal solutions
that exhibit diverse trade-offs between conflicting objectives, without the need for manual
weight adjustments.

The versatility of MOVEA allows it to accommodate various tES modalities, such as
transcranial alternating current stimulation (tACS) based on both large sponge electrodes and
high-definition (HD) electrodes, and transcranial temporal interference stimulation (tTIS) based
on HD and two-pair systems. Furthermore, MOVEA considers user-defined constraints, making
it possible to customize stimulation protocols to individual needs.

We evaluated and compared the performance of different tES modalities using MOVEA.
Our analysis revealed that, for electrical fields without a predefined orientation, both HD-tACS
and HD-tTIS can achieve higher stimulation intensities. Additionally, HD-tTIS stood out for its
superior focality, making it particularly effective in precisely targeting specific brainregions.

The effectiveness and versatility of MOVEA make it a valuable tool for advancing tES-
based neuromodulation, enabling personalized strategies that account for inter-subject
variability. It offers potential applications in understanding brain-cognition relationships and
developing tailored treatments for neurological disorders. To facilitate its implementation, we
have provided the code for MOVEA at https://github.com/ncclabsustech/ MOVEA,
empowering researchers to design effective and personalized tES protocols.

In conclusion, our novel MOVEA framework offers a promising solution to the challenges
posed by inter-subject variability in tES-based neuromodulation. By optimizing multiple
objectives through Pareto optimization, MOVEA enables personalized strategies that can
achieve higher stimulation intensities and superior focality, thus advancing the understanding
and clinical applications of tES.
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Human Attention-Guided Explainable Artificial Intelligence for Computer
Vision Models

®E A p]EpES
WERMN: BFTEXY

WERE:
Introduction

* Deep learning models suffer from the black-box issue affecting user trust.

» It is essential to develop effective XAl methods for object detection models to make
them more useful and accessible to users.

* Current XAI methods, including gradient-based and perturbation-based methods, are
unsuitable for object detection.

* Human attention may offer interpretive, diagnostic features enhancing both
faithfulness and plausibility of XAl methods.

Materials

* Al Model: Yolo-v5s (Faster-RCNN).

* Image Database: BDD-100K driving image database.

* Training Set: The Yolo-v5s was trained on 69,400 images of BDD-100K.

» Testing Set: Two independent image subsets, each of 160 images.

* Human Task: Vehicle detection task (record human attention data with an eye-tracking
device).

* Paradigm: Drift checks — 0.5s fixation cross — Present a driving scene image —
Participants searched for and remembered vehicle locations — Click detected target
locations by a mouse on a blank screen.

» Participants: 49 participants for dataset A and 27 participants for dataset B.

Studyl: XAI Methods for Object Detection

Methods
The FullGrad-CAM method was derived from Grad-CAM, where no average pooling
operation is applied to gradients. The FullGrad-CAM is defined as:
Ny (agpm )
Sp =2 | ReLU| Y, 4" |
m=1 41 04 J))

When we apply the ReLU function to the gradient term following Grad-CAM++, our
FullGrad-CAM-++ is defined as:
Noy (N (oym )
s =2 | ReLU| 3 ReLU| __ |®Ak\\|
m=1 Lk \ 04" ) J)

The XAI performance is measured by plausibility and faithfulness.

* Plausibility: The similarity between human attention and Alsaliency.

* Faithfulness: How faithfully saliency information in the map reflects feature
importance to AIl’s output, which can be measured by how deletion/insertion of
features according to saliency values affects AI’s output.
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Results
*  FullGrad-CAM-based methods showed superior plausibility (measured by PCC and
RMSE) over Grad-CAM-based methods.
*  FullGrad-CAM++ outperforms FullGrad-CAM.

* The faithfulness of human attention maps is surprisingly higher than that of current
XAI methods (Fig. 1).

* Strong motivation to use human attention as guidance to improve XAI methods.

b= Insertion (Dataset B)
@
£ 01 FullGradCAM++
g FullGradCAM
- - GradCAM
= 0.05 GradCAM++
o Human Attention
[}
S 0
% 0 50 100

Insertion Percent (%)

Fig. 1 The faithfulness of human attention and other XAI methods.

Study2: Human Attention-Guided XAI

Methods
Our HAG-XAI saliency generation method is
N,y ( Ny e oy" \\ . \\
5, =G+ ul RLUV T G x| || o, (4,) 11
AU VR TY5) R A

o o3
« <« and 7/ arethe learnable activations for the gradient and activation map.

G G . ..
. “and 1.are learnable Gaussian smooth kernels for the activation map and the

gradient map

« #is anormalization function, * is the convolution operator.

* The loss function is set to the (dis)similarity between human attention map and Al
saliency map, based on PCC and RMSE.
Results
* The trained HAG-XAI models were evaluated on dataset A's validation set and dataset
B's testing set.
* The saliency maps generated from HAI-XAI and human attention maps had high
similarity (above 0.7 in PCC; Fig. 2).

Trained XAl

Raw Image Human Attention Map

. o

-

Fig. 2 Example HAG-XAI saliency maps vs. human attention maps.
*  HAG-XAI reached the highest plausibility among tested XAI methods (Fig. 3).
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Fig. 3 The similarity between XAl saliency and human attention maps

*  HAG-XAI outperformed other XAI methods in faithfulness (Fig. 4).

] Insertion-Yolov5s
o 0.2 1 o
5 i
5 o FullGradCAM++
£0.1 » (8} FullGradCAM
o A E‘ GradCAM
(=)] o GradCAM++
E P : . > Human Attention
o S| & HAG-XAI
0 |
< 7o 50 100

Insertion Percent (%)
Fig. 4 The faithfulness performance comparison

*  MS-COCO database images (5000 images) were used to probe the transferability of
learned functions from HAG-XAI, with results showing that the HAG-XAI achieves
the highest faithfulness among the tested XAl methods.

Conclusions

*  We proposed two novel XAl methods that can generate explanations for object
detection models and showed the potential of human attention maps in enhancing the
faithfulness of XAl methods.

* Using human attention maps as guidance, we designed a HAG-XAI method, achieving
higher faithfulness and plausibility for object detection models than the existing
methods.

* In future work, we will explore the potential of the HAG-XAI to be used as a human
attention imitator for object detection tasks.
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A Shallow Mirror Transformer for Subject-Independent Motor Imagery
BCI

®H A e
WEBRH: BAREIKEF

WEHE:

Objective: In the human-machine hybrid intelligent system, the intelligent human-computer
interface, including a well-designed human-machine interface or BCI, can realize the
manipulation of the intelligent system to achieve the deep integration of human-machine hybrid
intelligence. The motor imagery BCI has the advantages of endogenous, non-stimulating, and
subject-friendly, and is a classic paradigm of brain-computer interface. However, the position
and duration of the discriminative segment in an EEG trial vary from subject to subject and
even trial to trial, and this leads to poor performance of subject-independent motor imagery
classification. Thus, determining how to detect and utilize the discriminative signal segments is
crucial for improving the performance of subject-independent motor imagery BCI.

Approach: In this paper, we propose a novel Shallow Mirror Transformer (SMT) model that
can take advantage of the global receptive field of the self-attention module to detect and utilize
the discriminative EEG segment from the entire EEG trial in MI recognition, resulting in
outstanding performance in subject-independent MI-BCI. Specifically, a multihead self-
attention layer with a global receptive field is employed to detect and utilize thediscriminative
segment from the entire input EEG trial. Furthermore, the mirror EEG signal and the mirror
network structure are constructed to improve the classification precision based on ensemble
learning. Finally, the subject-independent setup was used to evaluate the shallow mirror
transformer on motor imagery EEG signals from subjects existing in the training set and new
subjects.

Main results: The proposed method was verified on a subject-independent setup including
EEGs from new subjects and existing subjects in the training set based on the OpenBMI dataset
and BCI Competition IV Datasets 2a and 2b, and the SMT model showed excellent performance
compared with the state-of-the-art algorithms in the subject-independent MI-BCI. The shallow
mirror transformer obtained average accuracies of 74.48% and 76.1% for new subjects and
existing subjects, respectively, which were highest among the compared state-of-the-art
methods. In addition, visualization of the attention score showed the ability of discriminative
EEG segment detection. This paper demonstrated that multihead self-attention is effective in
capturing global EEG signal information in motor imagery classification.

Significance: This study provides an effective model based on a multihead self-attention layer
for subject-independent motor imagery-based BCIs. To the best of our knowledge, this is the
shallowest transformer model available, in which a small number of parameters promotes the
performance in motor imagery EEG classification for such a small sample problem.
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Using Amplitude and Latency of ERP to Predict Performance of Rapid-
Serial-Visual-Presentation BCI
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# 7 RSVP-BCI PERETUMIALAY, FExF H3tAT 17 VR4 M3 B, 12818 a] A5 2 1 7t
RSVP-BCI ftRE, %7 RSVP-BCI & B ALK

A A7 O -HE O R MR T IR AR s FT i T R

®F A ZrF
RERA: MEITWXE

RERE:

Hik F R N -HLEE O (BCD BOCEERELE, ' EBSM BCI ARG G 5MANE. I
R, HEAEE S BCI MHZEZIRRE, XTI AR TSt . TEERE T
FEESR . MR BEG idk i “Einie”, BA - REPUR. ErtimS . 24
MM, VAR e 2 R R A E N SR, AT, Adrid, M™ERS 7 A A
st BCLRIN A FHAEF AT, iR o R7iE, (2
- B2 RFHPTE r, EEG B9 s ZE. T iAE B & 1 i i ia i As S
B, MR BRI, RERE KRS —. B AE R S AR
Wit, HE TR BT H AR AR 28 7K B T Ha b, Sl T AR VAR ) < B
GO Rk, AR T A AT A T . R aE e R A 7R
Ag/AgCl HKRLF, QUSRS E R — i, AR T HET
SR E SRR R AU EEAEEIE MR . 10 Hz FEER T AR 1 F AR - K7
FRBHATZIA 15 ~ 25 kQ, FHARAL i 52T H AR AP R S B AR ¢ R E7E 0.90 LA E.
M H, BT HAR A Sad s IR . P300. N200. SSVEP %% BCI i) EEG 55,
RMERR S <EhriE BB TC T E T ZE R

ET RSVP-BCI 8RB EFRIR A X BB AR

®F A VFEA
WERHM: JERIWKEFE



2023 \EZRESIEEERSIN
B F_RARIRESREEELHAS

RERE:

P 51 I (rapid serial visual presentation, RSVP) J&F|H NFE 2|“Hr a3 FWiFH K
HEEW P300 SRR AH G AL B M R SR, A FEA S S T Rl R E R R R
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RO THPHT RIS, $EHIEEERe. Hdhtem,. TVGFEASHINE. o, £0F RSVP @IE R
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An Interactive Vehicle Trajectory Prediction Method Considering Emotion
Based on SOR Cognitive Theory

® 5 A: E#H
wEEN: REFXE

WERE:

Accurately predicting vehicle’s trajectory is an important technology for vehicle active
safety systems, especially in a scenario with strong interactions. Most of the current trajectory
prediction algorithms are based on the assumption that the drivers are always in a normal state,
without considering the influence of emotion. Furthermore, the structure of these models often
does not correspond to human cognitive processes. It leads to a low prediction accuracy of
trajectory, resulting in false alarms from vehicle active safety systems. To address the problem,
this study models the impact of emotion on driving behavior based on the Stimulus-Organism-
Response (SOR) cognitive theory. Considering both physical and cognitive features, a trajectory
prediction method called CPSOR-GCN is proposed. At the cognitive level, the SOR theory
provides insights into the influence mechanism of emotion on driving behavior. Dynamic
Bayesian inference is adopted to calibrate the SOR framework, which is embedded into the
cognitive GCN module. At the physical level, motion interaction information between vehicles
is embedded into the physical GCN module. The proposed model was calibrated on a CARLA-
SUMO co-simulation platform, and 26 volunteers were recruited for the driving simulation
experiment. Novelty, driving scenarios were reproduced in simulation to naturally induce
emotions of anger and fright. The results show that the proposed model has a significant
reduction in prediction error compared to the baseline methods. The findings can be applied to
vehicle active safety design, enabling better adaptation to driver emotion and effectively
reducing false alarms.
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A High-Frequency SSVEP-BCI System Based on Simultaneous Modulation
of Luminance and Motion Using Intermodulation Frequencies

®H A FHA
WMERHGL: PEEFRZER

BERE:

Objective: The low-frequency steady-state visual evoked potential (SSVEP)-based brain-
computer interfaces (BCIs) tend to induce visual fatigue in the subjects. In addition, the number
of visual stimulus targets encoded is limited by the frequency range. However, the information
transfer rate (ITR), which is affected by the number of targets encoded, is one of the most
important standards for evaluating the performance of the system. According to previous studies,
the use of intermodulation frequency components has the potential to increase the number of
visual targets. In order to enhance the comfort level and improve the performance of SSVEP-
BCls, a novel SSVEP-BCI encoding method based on simultaneous modulation of luminance
and motion is proposed.

Methods: In this work, sixteen stimulus targets are simultaneously flickered and radially
zoomed using a sampled sinusoidal stimulation method. The flicker frequency is set to a 30 Hz
for all the targets, while assigning different radial zoom frequencies (ranging from 0.4 Hz to
3.4 Hz, with an interval of 0.2 Hz) are assigned to each target separately. Accordingly, an
extended vision of the filter bank canonical correlation analysis (eFBCCA) is proposed to detect
the intermodulation (IM) frequencies and classify the targets. In addition, we adopt the comfort
level scale to evaluate the subjective comfort experience. The offline and online experiments
were built to analysis original EEG data and verify the feasibility of the proposed system.
Results: In addition to fundamental frequency and second harmonic, the corresponding obvious
intermodulation (IM) frequency components appear in the Fourier spectra of all visual stimulus
targets. Specifically, the topographies of the F+f IM component SSVEP signals elicited by the
16 different zoom frequencies are similar, and the strong SSVEPs are mainly obtained in the
parieto-occipital area, especially at the Oz electrode channel. The average recognition accuracy
of the offline experiments reaches 92.74 + 1.53% by optimizing the combination of IM
frequencies for the classification algorithm. Subsequently, we optimized the data length based
on information transfer rate (ITR) results obtained from offline experimental data calculations.
The average recognition accuracy of twelve subjects is 93.33 = 0.01% in the online experiments,
which is considered to meet the standard of practicality. Most importantly, the average comfort
scores are above 5.

Conclusion: These results demonstrate the feasibility and comfort of the proposed system using
IM frequencies, which provides new ideas for the further development of highly comfortable
SSVEP-BCIs. In summary, the proposed novel stimulus encoding method provides an
alternative solution for conventional SSVEP-BCIs and expands the horizon for the further
development of exceptionally comfortable SSVEP-BCls.
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Dynamic Probability Integration for EEG based RSVPPerformance
Enhancement: Application in Nighttime Vehicle Detection

®H A EXEF
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Background: Rapid serial visual presentation (RSVP) has become a popular target detection
method by decoding electroencephalography (EEG) signals, owing to its sensitivity and
effectiveness. Most current research of EEG based RSVP task focused on feature extraction
algorithms developing to deal with non-stationarity and low signal-to-noise ratio (SNR) of EEG
signals. However, these algorithms cannot handle the problem of no ERP component or
miniature ERP components caused by the attention lapses of human vision. The fusion of
human—computer vision can obtain complementary information, making it a promising way to
become an efficient and general way to detect objects, especially in attention lapses.

Methods: Dynamic probability integration (DPI) was proposed in this study to fuse human
vision and computer vision. A novel probability assignment method was included, which can
fully consider the classification capabilities of different heterogeneous information sources for
targets and non-targets, and constructs the detection performance model for the weight
generation based on classification capabilities. Furthermore, a spatial-temporal hybrid common
spatial pattern-principal component analysis (STHCP) algorithm was designed to decode EEG
signals in RSVP task. It is a simple and effective method to distinguish target and non-target by
using spatial-temporal feature.

Results: A nighttime vehicle detection-based RSVP task was performed to evaluate the
performance of DPI and STHCP, which is one of the conditions of attention lapses because of
its decrease in visual information. The average AUC of DPI was 0.91220.041 and increased
11.5%, 5.2%, 3.4% and 1.7% compared with human vision, computer vision, naive Bayesian
fusion and dynamic belief fusion, respectively. A higher average balanced accuracy of 0.845 %+
0.052 was also achieved using DPI, which representing that DPI have balanced detection
capacity of target and non-target. Moreover, STHCP obtained the highest AUC of 0.818+0.06
compared with other two baseline methods and increased by 15.4% and 23.4%.
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Acalibration-free 32-target hybrid BCI speller system based on high-
frequency SSVEP and sEMG
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Background: Brain-computer interfaces (BCls) have the potential to reduce disability by
establishing a direct channel between the brain and the external world. Spelling is one of the
most common applications of BCIs. Hybrid BCI systems that combine steady-state visual
evoked potential (SSVEP) and surface electromyography (sEMG) signals have attracted
attention of researchers due to the advantage of exhibiting significantly improved system
performance. However, almost all existing studies adopt low-frequency SSVEP to build hybrid
BCI. Although low-frequency SSVEP has a very strong response and is more easily detected,
it produces much more visual fatigue than high-frequency SSVEP. On the other hand, high-
frequency stimuli can decrease visual fatigue caused by flickering. Therefore, the current study
attempts to build a hybrid BCI based on high-frequency SSVEP and sEMG.

Methods: This study designed and realized a 32-target hybrid BCI speller system by combining
high-frequency SSVEP and sEMG. Thirty-two targets were divided into two groups, each of
which encoded 16 targets using 16 different high-frequency visual stimuli (i.e., 31-34.75 Hz
with an interval of 0.25 Hz). Users can complete a single spelling task by simply gazing at the
flashing target while synchronizing the gesture of pointing to the target area. sSEMG was utilized
to choose the group and SSVEP was adopted to determine the target stimulus within the group.
The filter bank canonical correlation analysis (FBCCA) and the root mean square value (RMS)
method were used to detect SSVEP and sEMG, respectively. Therefore, the proposed system
allowed users to operate it without system calibration. The experiment was divided into two
parts: offline experiment and online experiment, and the system parameters were optimized
through the offline experiment results, and then the feasibility of the system was verified
through online experiment.

Results: Offline results from 10 healthy subjects showed that the entire system achieved the
highest information transfer rate at 1.8 s of data length. Thus, the task time of the online
experiment was confirmed to be 1.8 s. The online results obtained from 12 healthy subjects
showed that the proposed system achieved an average accuracy of 93.52 + 5.26% and an
average information transfer rate (ITR) of 93.50 = 9.80 bits/min. Furthermore, all subjects
successfully completed the free-spelling tasks using the proposed hybrid BCI speller system.
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Conclusions: These results of the offline and online experiments indicated feasibility and
practicality of the proposed hybrid BCI speller system. Furthermore, these results will provide
the basis for hybrid BCIs combining SEMG and SSVEP.
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In the cocktail party scenario, human auditory attention can focus on a specific sound
source for a long time. Previous studies on auditory attention detection (AAD) have mainly
focused on electroencephalogram (EEG) data collected in laboratory settings. In this study, we
propose a nonlinear decoder for real-time AAD based on time-frequency attention mechanism,
and verify the excellent performance of the proposed model on EEG data collected in real-life
scenarios. EEG data were collected from 20 subjects with normal hearing. Each participant
performed six trials, in three of which participants were asked to walk along a defined route and
were given no further instruction regarding speed or walking stability. During the remaining three
trials, the subjects sat on a chair in front of a white wall. 24-channel EEG data were collected
using a wireless electrode cap at a sampling rate of 250 Hz. Our proposed model can directly
detect the direction of auditory attention from EEG signals without the need for original stimuli
to participate in the calculation, which is more realistic. The core part of our model is the
frequency-band attention module as well as the temporal attention module. The frequency band
attention module can dynamically assign weights to different sub-bands according to the input
EEG signal, and strengthen the representation of frequency band information that is beneficial
to auditory attention. The temporal attention module can explore the temporal features of EEG
signals. An effective time-frequency attention mechanism can better extract the features of EEG
signals, thereby achieving low-latency AAD, and solving the problem of large differences in
EEG signals between subjects. Experimental results show that the AAD accuracy of the time-
frequency attention mechanism method is between 94. 8% and 98.1% under different decision
windows (0.1s-10s), achieving low-latency AAD and outperforming state-of-the-art linear and
nonlinear baseline models. The frequency band analysis results show that the most important
frequency for decoding the subjects' auditory attention is the EEG signal in the 12-30 Hz
frequency band, no matter the subjects are walking or sitting. In addition, we analyze the AAD
accuracy of the subjects in different states (walking or sitting) when using different decoding
methods. The results show that the non-linear method is more effective for AAD when the
subjects are in the walking state, reflecting the advantages of deep learning. The advantage also
shows that the EEG signal in the human walking state is more complex and closer to
nonlinearity. These results provide a more realistic approach to AAD that could bring the
application of neural-guided hearing devices closer to reality.
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Confounding Impact in Takeover Performance: Using Causal Analysis to
Uncover the Influencing Mechanism in Level-3 Autonomous Driving
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Background: The investigation of the response mechanism of drivers to an emergency
takeover request in Level 3 autonomous vehicles is helpful to explore the key factors affecting
emergency takeover performance which is a crucial area of focus in traffic safety research.
Many studies have identified the factors that influence takeover performance using statistical
analysis. However, statistical analysis can only show the same or opposite trend of increase or
decrease between variables. There remains a lack of knowledge about the underlying takeover
response mechanism of drivers.

Objective: To address this gap, the study employs causal analysis based on the Linear non-
Gaussian acyclic model (LINGAM) to explore drivers' response to an emergency takeover
request.

Methods: Causal analysis is a powerful tool that can overcome the limitations of statistical
analysis and effectively identify variable relationships. And LiINGAM, one of causal analysis
methods, is capable of discovering causal networks and estimating causal effects solely based
on observational data, without requiring any prior knowledge of the system’s underlying
structure. Besides, the emergency takeover process can be divided into two phases: the signal
response phase and the post-takeover phase. The two-phase causal model is applied to
investigate the different mechanisms in these two phases.

Data: In a driving simulation experiment with an emergency cut-in event as the emergency
event, the participants (N = 40) experimented with three different emergency takeover
experiments with time headway of 0.4s, 0.6s, and 0.8s while driving behavior, eye movements,
brain activity based on functional near-infrared spectroscopy (fNIRS) were recorded.

Results: Results show that causal analysis is better than correlation analysis in discovering
variable relationships. Causal analysis can provide the influencing relationship between
variables and identify the correct variable relationship even if the data do not show a significant
correlation. For example, the contribution of physiological indicators to takeoverperformance,
which is consistent with previous research on these factors, was verified by causal analysis,
even when the data does not indicate a significant correlation. Besides, results indicate that both
traffic situation and drivers' reaction time are the main causal factors of takeover performance.
In the signal response phase, the cognitive load has been found to passively affect drivers'
reaction time, while in the post-takeover phase, drivers' reaction time affects the cognitive load.
Moreover, the study also finds how these factors interact with each other, such as the primary
function of drivers’ situational awareness is to impact their takeover response time.
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Application: The findings of this study are useful in identifying the critical influencing factors
of takeover performance and improving the safety and effectiveness of L3 autonomous vehicles
in emergency situations.
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TIFRUnet: A Residual Unet Using Time-frequency Information for EEG
Artifact Removal and Reconstruction
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Objective Recorded electroencephalography(EEG) signals are often contaminated by
artifacts, which hinders the application of brain-computer interface. Deep learning methods
have recently been regarded as a promising approach for artifact removal. However, current
deep learning algorithms have limited effectiveness in extracting artifact features and
reconstructing EEG signals. Method A deep learning approach based on the UNet architecture,
namely Time-Frequency Residual Unet(TIFRUnet), is proposed for artifact removal and EEG
signal reconstruction, providing achieve high-quality, end-to-end, and fast EEG artifact removal.
The model extracts both temporal and spectral features from raw EEG to discriminate between
clean EEG and artifacts. Additionally, residual blocks are employed to learn the differences
between raw EEG and clean EEG, which can accelerate the model training process. The model
is trained by clean EEG and contaminated EEG obtained from the public datasets
EEGdenoiseNet and  PhysioNet. = Contaminated @EEG is  contaminated by
electrooculogram(EOG), Electromyogram(EMG), or movement artifacts(MA). Results We
compare our approach with FCNN, Simple CNN, Complex CNN, and RNN methods on the
EEGdenoiseNet and PhysioNet datasets. The five models are also tested on the BCICIV 2a
dataset, which was not used for model training, to compare the transfer learning capabilities.
Evaluation metrics, including the correlation coefficient(CC) and relative mean squared
error(RMSE) between clean and denoised EEG, demonstrate that our model achieves superior
performance across all datasets. Significance Our TIFRUnet offers a strong artifact removal
performance while preserving more useful information. Minimal fine-tuning on a new dataset
can achieve satisfactory results. This algorithm provides a promising solution for EEG artifact
removal and paves the way for practical applications of brain-computer interfaces.
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How information within the perceptual span guides visual search and aids
perception
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We explore the guiding effect of task-related information appearing within the perceptual
span on visual search based on elements such as the range of effective information attention
within the perceptual span and the orientation of task-related objects. In the first experiment,
we recorded reaction time and eye movement data of 48 subjects performing a visual search
task for target information in the navigation interface and divided them into four experimental
groups according to the perceptual span (within or outside the range) and orientation (left or
right) of the task-related information. The experimental results showed that: (a) task-related
information appearing within the perceptual span had a guiding effect on target search; and(b)
the right side closer to the target in task search have better performance in guiding. In the second
experiment, eye-movement experiments of the navigation interface based on the eye-movement
processing theoretical model of linguistics showed that: (a) within the perceptual span, the
shifting of attention causing eye movements (saccade) and brings gaze into the area of interest,
and (b) the perceptual span moves with attention shifts. This study provides evidence for
cognitive processing of information responses within the perceptual span and dynamic
adjustment of perceptual span location and provides a reliable method for effective information
presentation and visual layout in navigation interfaces, with a view to providing reference and
learning for related studies.
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Study on the effect of repeated transcranial electrical stimulation on mental
rotation
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Background: Motor imagery training can improve the motion and functionality of the upper
extremities in chronic stroke and orthopedic patients. Mental rotation of hand images, a well-
established paradigm, involves subjects participation in motor imagery processing. Transcranial
alternating current electrical stimulation (tACS) has been repeatedly shown to regulate
endogenous brain oscillations in a frequency-specific manner and, therefore, it is a promising
tool to improve patient motor imagery. Although studies confirm that single tACS or tDCS and
repeated tDCS can improve mental rotation performance, the current studies have focused on
behavioral analysis, with little analysis of electrophysiological data and did not measure the
actual brain activity. And it is unclear whether repeated tACS can have a cumulative effect to
improve motor imagery.

Objective: This topic deeply explores the influence of repeated tACS stimulation on the ability
of motor imagination task and the mechanism of action, in order to provide new methods for
improving the effect of motor imagination therapy method.

Methods: Fifteen subjects, successively serving as a tACS stimulation group versus a sham
stimulation group, participated in a task that combined tACS with the mental rotation of the
hand. The 64-channel EEG data before and after single and repeated tACS were recorded during
the experiment. The error rate, the event-related potentials (ERPs), the negative wave RRN and
the event-related desynchronization (ERD) were analyzed.

Results: Consistent with previous studies, the P300 amplitude decreases as the angle increases,
and the rotation-related negativity (RRN) occurs in the central and parietal region and decreases
as the rotation difficulty increases. By comparing the results before and after electrical
stimulation, we found that the error rate at 180°decreased significantly after repeated tACS.
Regarding electrophysiology, the RRN in the repeated tACS group was significantly higher
than the RRN before stimulation during the mental rotation phase, with no significant difference
before and after the sham stimulation group. Furthermore, only the tACS group exhibited a
trend towards increased ERD after stimulation compared to pre-stimulation. The results indicate
that repeated tACS seems to provide better improved mental rotation performance than single
tACS.

Conclusions: The reduced error rate, the positive elevation of negative wave RRN and the
enhanced ERD illustrate the improved mental rotational ability, and the fact that repeated tACS
can improve motor imagery.

Significance: The event-related-potentials and the event-related desynchronization were able
to show the difference in the mental rotation phase between the tACS and sham group. The
results of this study provide some reference for the application of tACS in motor imagery
rehabilitation.
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Latin-square based encryption method for medical images
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Telemedicine diagnosis via the Internet has been widely used recently. The transmission
of patients' private data over the network is subject to threats such as tampering, forgery, and
theft, and the unauthorized theft and modification of other people's data can be a great nuisance
to both patients and doctors. Often, multiple medical images of the same patient are put together
for transmission, and once one image is stolen, other medical images carrying patient
information will no longer be secure. In order to protect the security of medical images, this
paper proposes a new medical image encryption method based on fourth-order Latin square. In
the diffusion process in order to be able to medical grayscale images into color images for visual
interference must be dynamically generated fourth-order Latin square, the method also needs
to be first through the bit plane decomposition of the pixel value of the high and low bits to be
upset for preprocessing, in order to achieve the encryption of the image is both related to the
original image and will not be easily cracked, the encryption of the use of half the bit plane. In
the disarrangement process, the encrypted values are rearranged using weighted summation and
then product. This encryption scheme considers encrypting two grayscale medical images of
the same patient to generate color images with rich color information with visual interference
effect. Its security is tested in terms of information entropy, correlation coefficient, key
sensitivity, and noise attack. The results show that the method has a high level of encryption
effect on color images and can achieve lossless decryption.
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